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1. BCI Overview
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BCI Overview

(BNCI Horizon 2020)
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Research Things of Interest

EEG based Motor Imagery in BCI
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2. Research Problem, Objective,
and Contribution
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Research Gaps (RGs)

� Subject-dependent 
(Kayikcioglu & Aydemir, 2010; Saha et al, 2017; 
Li et al., 2018)

2Multi-channel 
(Miao et al., 2017)

Nature of EEG Signal

»no specific feature extraction algorithm 
and classifier with a high accuracy for 
all the subjects (Belwafi et al., 2019)

» the optimal accuracy results were quite variable, 
which demonstrated substantial inconsistency
(Li et al., 2018)

» the classification performance of all subjects difficult 
to improve due to differences among subject (Luo et al., 2019)

Inconsistent detection caused by 
subject-dependent problem

» the estimated optimal number of channels 
vary with subjects (Y. Yang et al., 2017)

»Multi-channel EEG signal may consists of 
irrelevant and redundant channels
that increase the computation burden and 
reduce the recognition accuracy (Miao et al., 2017)

» the distributions of selected channels were 
different under different frequency band (Feng et al., 
2019)

The need of more robust channel selection
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Research Problem and Research Objective

Research	
Problem	(RP)

Inconsistent detection 
caused by 

subject-dependent 
problem

Research	
Objective	(RO)

The need of more 
robust 

channel selection

RP	#1

To develop feature extraction 
and ensemble techniques to 
improve accuracy with low 
variability across subjects 

To develop channel selection 
and ensemble techniques to 
reliably select channels and 
improve accuracy with low 
variability across subjects

RP	#2

RO	#1

RO	#2
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The Proposed Methods

Method #A
NWFE+kNN+VS

Method #B
NWFE+OvO-TSD

Method #1
LRFS+TSD

Method #2
GrFIS+TSDRP	#2

Research	
Problem	(RP)

RP	#1 RO	#1

RO	#2

Research	
Objective	(RO)

NWFE = Narrow Window Feature Extraction; TSD = Two Stage Detection; GrFIS = Granular Feature-Instance Selection
OvO = One versus One; LRFS = Logistic Regression Feature Selection; VS = Voting Scheme.
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The Proposed Methods Contributions

Method #A
NWFE+kNN+VS

Method #B
NWFE+OvO-TSD

Method #1
LRFS+TSD

Method #2
GrFIS+TSD
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Robust Granular Feature and Instance 

Selection for EEG based Motor Imagery 
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3. Research Highlights
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Research Highlight

EEG-MI Dataset

Band-pass filter Channel-instantiation
Feature Extraction

Feature Selection

Channel Selection

Classification

Voting Scheme

to suppress noise
4th order BW filter 

8-32 Hz

generate more data for 
sufficient learning process as 
implementation of MI à
channel become instance

» Narrow-window
» 7 statistical measure
¾ mean absolute value
¾ root mean square
¾ standard deviation
¾ skewness
¾ kurtosis
¾ variance to mean ratio
¾ coefficient of variation

» Granular Approach
» Logistic regression 

based feature 
weighting

» majority voting
» probability voting

hybrid classifier-based 
ensemble

» Granular Approach
» NN based instance 

selection 
(instance=channel)



ugm.ac.id locally rooted, globally respected

Datasets

q BCI competition III – Dataset IVa
Â 2-class (Left Hand and Foot)
Â 5 subjects
Â 118 channels, 280 Trials for each Subject

q BCI competition IV – Dataset 2a
Â 9 subjects
Â 22 channels, 288 Trials for each Subject

»2-class à Left Hand, Right Hand
»4-class à Left Hand, Right Hand, Foot, Tongue
Â Inter-subject inter-session
Â Cross-subject inter-session

2-class 
classification

multi-class 
classification
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Evaluation

Accuracy Kappa coefficient

Standard deviation Consistency measure

Execution time

Bonferroni-Dunn test

Nemenyi test

Effectiveness

Evaluation aspects:

Detection variability

Computing Efficiency

Significance test



ugm.ac.id locally rooted, globally respected

4. The Experimental Results
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Summary of the Proposed Methods
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Proposed Method #1 – NWFE+kNN+VS
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Proposed Method #1 – NWFE+kNN+VS

BCI Competition III-
Dataset IVa 

(2-class)

Channel-trial 
instantiation

» 5 narrow-window
» 7 statistical measure

pre-selected 
channel 

(17 channels)

window 
combination

kNN only majority 
votingMIL+NWFEInvestigates the effectiveness of 
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NWFE+kNN+VS – Detection Performance

High Accuracy

Low Variability

Avg. = average accuracy | Stdev = standard deviation | MAD = mean absolute deviation

Findings:
» At least 2 windows are needed to produce high accuracy 

and low variability
» MIL+NWFE promises to be used in EEG-MI classification
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NWFE+kNN+VS – Comparison to Previous Studies

Findings (vs. previous studies):
• Single window (w5) with all channels outperform previous studies
• At least 3 windows with 17 selected channels can outperform previous studies

more competitive 
results (consistent 
high accuracy with 
fewer features and 

channels)
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NWFE+kNN+VS – Comparison to Previous Studies

The proposed methods mostly:
• Narrow spread à more consistent
• Higher overall average accuracy

Some proposed methods:
• Lower overall average accuracy
• Experiment #2 has wider spread
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Proposed Method #2 – NWFE+OvO-TSD
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Proposed Method #2 – NWFE+OvO-TSD

BCI Competition IV-
Dataset 2a 

(4-class)

Channel-trial 
instantiation

» 5 narrow-window
» 7 statistical measure

N/A
(all channels)

N/A
(all windows)

Two-stage 
Detection

probability 
voting

MIL + NWFE
TSD + Probability VotingInvestigates the effectiveness of 
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NWFE+OvO-TSD– 4-class inter-subject (accuracy)

The proposed methods vs. Prior Research:
• Outperform 2 of 9 subjects (22.22%)
• 2nd Best for overall average accuracy 
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NWFE+OvO-TSD – 4-class inter-subject (accuracy)

Ex1 = NWFE+OvO-TSD

The proposed method:
• 2nd Best
• The spread is not much 

different with several 
methods
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NWFE+OvO-TSD – 4-class inter-subject (kappa coeff.)

The proposed methods vs. Prior Research:
• Outperform 3 of 9 subjects (33.33%)
• Higher overall average kappa coefficient + lower standard deviation
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NWFE+OvO-TSD – 4-class inter-subject (kappa coeff.)

Ex1 = NWFE+OvO-TSD

The proposed method:
• Narrow spread à more 

consistent
• Higher overall average 

kappa coefficient
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NWFE+OvO-TSD – 4-class cross-subject (accuracy)

The proposed methods vs. Prior Research:
• Outperform 8 of 9 subjects (88.89%)
• Higher overall average accuracy + lower standard deviation

Accuracy
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NWFE+OvO-TSD – 4-class cross-subject (accuracy)

Experiment#3 = NWFE+OvO-TSD

The proposed method:
• Narrow spread à more 

consistent
• Higher overall average 

accuracy
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NWFE+OvO-TSD – Significance Test (Bonferonni-Dunn test)

Significant Test for inter-subject performance (CD = 2.78) 

Significant Test for cross-subject performance (CD = 1.29) 

The proposed method has significant 
difference with one Prior Research 
à better and competitive

The proposed method has no 
significant difference with 
Prior Research à competitive
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Proposed Method #3 – LRFS+TSD
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Proposed Method #3 – LRFS+TSD

» BCI comp III-Dataset IVa 
(2-class)

» BCI comp IV-Dataset 2a 
(2-class)

» Channel-trial 
instantiation

» Channel-class 
instantiation

» 10 narrow-window
» 7 statistical measure

pre-selected 
channels 

(17 channels)

Logistic regression 
based feature 

selection

Two-stage 
Detection

probability 
votingImprove the detection performance with low variability across subjects 
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LRFS+TSD – Feature Selection results

Findings:
» skewness and kurtosis show as discriminatory features followed by mav 

which is also a feature that determines the effectiveness of the classification
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LRFS+TSD – BCI Competition III-Dataset IVa

The proposed methods vs. Prior Research:
• Outperform 2 of 5 subjects (40%)
• Higher overall average accuracy + lower standard deviation
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LRFS+TSD – BCI Competition IV-Dataset 2a (L/R only)

The proposed methods vs. Prior Research:
• Outperform 6 of 9 subjects (66.67%)
• Higher overall average accuracy + lower standard deviation
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LRFS+TSD –Significance Test

The proposed method 
has significant difference
with several Prior 
Research à better and 
competitive

Significant Test for BCI Comp. III-Dataset IVa (CD = 2.78) 

Significant Test for BCI Comp. IV-Dataset 2a (CD = 4.85)  
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Proposed Method #4 – GrFIS+TSD
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Proposed Method #4 – GrFIS+TSD

» BCI comp III-Dataset IVa 
(2-class)

» BCI comp IV-Dataset 2a 
(4-class)

» Channel-trial 
instantiation

» Channel-class 
instantiation

» 10 narrow-window
» 7 statistical measure

Granular based 
Instance Selection

(FCM+EN)

Granular based 
Feature Selection
(K-Means+LRFS)

Two-stage 
Detection

probability 
voting

Reliable channel selection + improve detection performance 
with low variability across subjects
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GrFIS+TSD – Channel selection results

Note: Top 17 channels based on granular instance selection for BCI competition III-Dataset IVa (ch IVa) 
and BCI competition IV-Dataset 2a (ch 2a) 

Top 17 selected channels:
» 17 out of 118 channels on BCI comp III-Dataset IVa
» 17 out of 22 channels on BCI comp IV-Dataset 2a

Note:
» Channel selection based in BCI comp III-Dataset IVa
» The same 17-elected channels to ensure the robustness of the 

Channel selection methods (GrFIS)

12 of 17 channels are related to Cortex area
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GrFIS+TSD – 2-class classification

Findings:
» all experiments outperformed the previous studies in both average 

accuracy and standard deviation
» higher average accuracy à improve the detection
» narrower spread à low variability
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GrFIS+TSD – Significance test

Findings:
» 3 out of 4 experiments ranked lower than the previous studies
» all experiments have significant differences with most of the 

previous studies 
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GrFIS+TSD – 4-class classification (accuracy)

higher average accuracy à improve the detection 

narrower spread à lower variability
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GrFIS+TSD – Significance test

Findings:
» the proposed method has the lower number of rank compared to the previous studies
» the proposed method has significant differences with most of the previous studies 
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5. Comparison between The Proposed Methods



ugm.ac.id locally rooted, globally respected

Comparison between The Proposed Methods

GrFIS+TSD show its 
effectiveness and 
competitiveness 

BCI competition III – Dataset IVa (2-class)

BCI competition IV – Dataset 2a (4-class)
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6. Discussion – Consistency Measure and Rationalization of 
Improvement
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Consistency Measure

Detection Variability evaluation

Consistency measure

Measure of dispersion (spread)
Coeff. of Quartile 
Variation (CQV)

Coeff. of Variation 
(CV)

Mean Absolute 
Deviation (MAD)

3rd Quartile (Q3)

1st Quartile (Q1)

Range

Average Rank Significance test

Bonferroni-Dunn test

Nemenyi test

» measures of dispersion is a measure used to show how spread out (variation) in a data set (Mishra et al., 2019)
» measure of dispersion indicates the degree of spread or distribution of the data (Sheard, 2018)
» …also called measures of variation (Mishra et al., 2019)
» …also expressed by fluctuation, spread, scatter, or variation (Rayat, 2018)
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Consistency Measure – Example from The Proposed Method #3 (LRFS+TSD)

Significant Test for BCI Comp. III-Dataset IVa (CD = 2.78) 

More consistent compared to all previous studies
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Rationalization of Improvement

1. Feature Extraction Technique
o Narrow Windows Approach à handling non-stationary EEG signal
o Statistical Features à 7 statistical measures (5 SoTA, 2 new implementation)

2. Feature-Channel Selection Technique
o Granular Computing Approach à clustering based granulation

3. Classifier Approach
o Ensemble Technique à hybrid classifier

4. Learning Approach
o Multi-instance Learning Approach à instance-level
o Voting Scheme à majority voting and probability voting
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7. Conclusions and Future Works
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Conclusions

» A combination of multi-instance learning, narrow window feature
extraction, and ensemble learning approaches is able to address
subject-dependent problems effectively, and the results are promising

» The granular computing approach has demonstrated its efficacy for
feature selection and channel selection by producing competitive and
robust results for a wide range of subjects across many datasets.
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That’s all, thank you…
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